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Abstract

Algebras and coalgebras are fundamental notions for large parts
of mathematics. The basic constructions from universal algebra are
now expressed in the language of categories and thus are accessible to
classical algebraists and topologists as well as to logicians and com-
puter scientists. Some of them have developed specialised parts of the
theory and often reinvented constructions already known in a neigh-
bouring area. One purpose of this survey is to show the connection
between results from different fields and to trace a number of them
back to some fundamental papers in category theory from the early
70’s.

Another intention is to look at the interplay between algebraic and
coalgebraic notions. Hopf algebras are one of the most interesting
objects in this setting. While knowledge of algebras and coalgebras
are folklore in general category theory, the notion of Hopf algebras is
usually only considered for monoidal categories. In the course of the
text we do suggest how to overcome this defect by defining a Hopf
monad on an arbitrary category as a monad and comonad satisfying
some compatibility conditions and inducing an equivalence between
the base category and the category of the associated bimodules. For
a set G, the endofunctor G x — on the category of sets shares these
properties if and only if G admits a group structure.

Finally, we report about the possibility of subsuming algebras and
coalgebras in the notion of (F, G)-dimodules associated to two functors
F,G : A — B between different categories. This observation, due to
Tatsuya Hagino, was an outcome from the theory of categorical data
types and may also be of use in classical algebra.

Contents: 1.Introduction, 2.Modules and comodules, 3.Relations be-
tween functors, 4.Relations between endofunctors, 5.Combining monads and
comonads, 6.(F, G)-dimodules.



1 Introduction

The purpose of Universal Algebra is to develop a general theory which applies
to a large part of algebraic structures. Initially it started with the study of
abstract algebras, that is, sets A with a collection of (n-ary) operations on
A. In his thesis (1963, [32]) Lawvere suggested to formulate these general
settings in the language of categories and functors.

In particular it turned out that adjoint pairs of functors are of central
importance. The study of monads (triples) and their modules and comonads
(cotriples) and their comodules was initiated by Eilenberg and Moore in [21]
and in Beck [5]. This approach covers an extremely wide range of applications
including not only the classical notions from module theory and topology but
also those from model theory and logic, the latter being of growing interest
for computer science.

Bringing the notions down to the language of categories and functors, the
common part of all theories envisaged has to be expressed in this terminology.
Many interesting observations in these areas can be traced back and under-
stood with the abstract handling of functors as suggested by Eilenberg, Mac
Lane and their schools. To make this clear we will pay some attention to the
so called mized distributive laws between endofunctors introduced in Beck [6]
and further studied in van Osdol [54] and Wolff [57] (see also Barr and Wells
[4] and Skoda [46, Section 9]). These were rediscovered in Turi and Plotkin
[52] in the context of operational semantics and by Brzezinski and Majid [14]
in the form of entwining structures between the tensor product of an algebra
and a coalgebra over a commutative ring R. Some of these notions were more
generally handled in monoidal categories by Mesablishvili in [40]. The action
of monoidal categories on any category as considered by Skoda in [45] puts
this in a wider context.

We note that for some purposes it is natural to consider monads and
comonads in 2-categories and we refer to Street [47], Lack and Street [31],
Power and Watanabe [43], Lenisa, Power and Watanabe [33] and Tanaka
and Power [51] for a treatment in this direction. Szlachanyi also considers
2-categories in [48] to understand (op)monoidal functors for bialgebroids. His
approach is similar in spirit to our investigations but his focus is on different
results.

Now each field of application has its own requirements and the questions
and constructions arising, say, in computer science may also be of relevance for
classical modules. In fact this lecture was motivated by the observation that
manipulations suggested and performed by computer scientists (e.g. [52]) are
also of interest for corings and comodules.

Dualising the algebraic theory yields the coalgebraic theory and both of
these have their realms of applications. However, there are also combinations



of constructions from both of them and one purpose of this presentation is to
outline how this can be done and what the outcome is.

As some other authors do (e.g. [11], [45]) we modify the terminology from
Eilenberg and Moore in [21] by referring to the F'-algebras of an endofunctor
in their sense as F'-modules, and F'-coalgebras as F'-comodules. This is in
total correspondence to the application in module theory where the functor
F plays the role of an algebra or coalgebra, respectively, while the attached
categories are modules or comodules. We hope this change does not lead to
conflicts in other situations.

At the core of our treatise is Johnstone’s general Lifting of functors the-
orem 3.1 from which many applications can be understood and derived. A
different handling of related problems can be found in Mesablishvili [39] where
a generalisation of descent theory is proposed.

As a byproduct, on our way we obtain some of the conditions on a monad
S on a monoidal category C from Moerdijk [41, Proposition 1.4] which allow
the tensor product to lift from C to the category of S-modules (see 3.4).
Monads of this type were named Hopf monads in [41], called opmonoidal
monad in McCrudden [37, Example 2.5] and Szachldnyi [48, Definition 2.4],
and bimonads in Bruguieres and Virelizier [11, 2.3]. We do not use these
notions but will associate a different meaning to the term Hopf monad here.

Classical Hopf algebras H over a commutative ring R have compatible
algebra and coalgebra structures H ®p H — H and H — H ®p H such that
the free functor ¢ : R-Mod — R-Mod¥ induces a category equivalence (e.g.
[16, 15.5]). Traditionally most generalisations of Hopf algebras are based on
a kind of tensor product on a category which allows us to follow the usual
arguments at least for a larger part. Trying to have the aforementioned equiv-
alence in utmost generality for an endofunctor B on an arbitrary category A,
one has to impose all conditions necessary on the functor B. Thus we re-
quire B to be a monad and a comonad whose compatibility is controlled by
a natural transformation A\ : BB — BB (mixed distributive law). We call
this a (mized) bimonad and suggest naming it a Hopf monad provided the
related free functor ¢% : A — AZ induces an equivalence (see 5.15). In case
A is derived from a natural transformation 7 : BB — BB which satisfies
the Yang-Baxter equation, following Takeuchi, B may be called a braided bi-
monad or braided Hopf monad if B is a Hopf monad (see 5.17). We note that
natural transformations satisfying the Yang-Baxter equation are also used by
Menini and Stefan in [38] to define compatible flip morphisms for monads
on arbitrary categories and their concept was extended by Kasangian, Lack
and Vitale in [29] (see 5.18). By a suggestion of Manin, in noncommutative
geometry the role of the twist map can be replaced by an arbitrary Yang-
Baxter operator (on vector space categories). This approach leads to similar
formulas and is developed by Baez in [2]. Relations between Yang-Baxter op-



erators and entwining structures (on vector space categories) are investigated
by Brzezinski and Nichita in [15].

As a special case we can look at a set G and the endofunctor G x — on the
category of sets. As outlined in Caenepeel and Lombaerde [19], the existence
of an antipode for the related bimonad is then equivalent to G having a group
structure and implies the fundamental theorem. The notions introduced here
deepens the understanding of this situation and in this case the fundamental
theorem implies in turn the existence of an antipode (see 5.19, 5.20).

Inspired by questions arising in computer science, Hagino introduced in
[25] for two functors F,G : A — B between arbitrary categories the notion
of (F,G)-algebras (we call them (F, G)-dimodules). These generalise modules
as well as comodules of endofunctors and in Section 6 we give a short outline
how to treat them in abstract category theory. Their use in (classical) algebra
still awaits exploration. For a deeper presentation of examples and usage of
(co)algebras in universal algebra and computer science the interested reader
may consult Gumm'’s articles [23, 24].

To avoid confusion, we mention that, as usual, functor symbols are writ-
ten on the left side of an object. When referring to examples in module
categories over a commutative ring R, following the usage of our main refer-
ences, we usually consider right tensor functors —® X, X an R-module. The
reader should be aware that this causes a reversion of symbols in some of the
diagrams or formulas when passing from arbitrary categories to R-modules.

2 Modules and comodules

To fix notation let us recall some basic facts.

2.1. Categories. A category A consists of a class of objects Obj(A) and a
class of morphism sets Mor(A) satisfying

(i) for objects A, B in A there is a morphism set Mory (A, B) such that
Mory (A, B) N Mory (A', B') = 0 for (A4, B) # (A", B');
(ii) for A, B,C € Obj(A) there is a composition map
Mory (A, B) x Mory (B, C) — Mory (A, C), (f,9) — g/f;
(iii) for every A € Obj(A) there is an identity morphism 14 € Mory (A, A).
The connection between two categories is given by

2.2. Functors. A covariant functor ' : A — B between two categories
consists of assignments

Obj(A) — Obj(B), A — F(A),
Mor(A) — Mor(B), f:A— B — F(f): F(A) — F(B),



such that F'(I4) = Ipa) and F(fg) = F(f)F(9).

Contravariant functors reverse the composition of morphisms. Here all
our functors considered will be covariant.
The relation between two functors is described by

2.3. Natural transformations. Let F, I’ : A — B be covariant functors.
A natural transformation o : F — F' is given by morphisms

ay: F(A) — F'(A) in B, A € Obj(A),

such that f: A — B in A induces the commutative diagram in B

FA) Y pB)

aAl iaB

F(A) 2 By,
Given another pair of functors G, G’ : B — C with natural transformation
G :G — G, the diagram
GF - GF’
|
G«
G'F—G'F'

is commutative and thus there is a natural transformation ( Godement product)
Ba = BF oGa=GaoBF:GF — G'F'.

If A is a small category then the endofunctors (as objects) together with
natural transformations form a strict monoidal category: the product of end-
ofunctors is the composition and the composition of natural transformations
is given by the Godement product (e.g. [46, Section 8§]).

In what follows we will use functors and natural transformations as basic
tools for general constructions.

2.4. Adjoint pairs of functors. A pair (L, R) of functors L : A — B and
R : B — A between categories A and B is called adjoint if there are natural
isomorphisms (in A € Obj(A) and B € Obj(B))

Yap : Morg(L(A), B) — Mory (A, R(B)).
Associated to such a pair there are natural transformations

unitn: Iy — RL and counite: LR — Ip.



2.5. F-modules. Given an endofunctor F': A — A, an F-module (A, 04) is
an A € Obj(A) with a morphism in A,

A morphism f: A — A’ in A between F-modules is an F-module mor-
phism provided it induces a commutative diagram

F(A) 2L peay

gAl lgA,

A A

With these morphisms, the F-modules form a category which is denoted
by Ap. There is the faithful forgetful functor

Ur:Arp — A, (A, 04)— A
In all generality some limits in Az are induced from limits in A.

2.6. Proposition. Let L : A — Ap be any functor and A a small category.

(1) Ifim L exists in A, then it belongs to Ap.
(2) Assume that F' preserves colimits. Iflim L exists in A, then it belongs
to AF

The relations between A and A are even stronger if additional conditions
are imposed on the endofunctor F.

2.7. Monads. A monadon A is a triple F = (F, u,n), where F : A — A'is a
functor and

w:FE—F, n:ly—F,

are natural transformations with commutative diagrams

Frr—tSrr o pp

ST

Given two monads F = (F,pu,n) and F' = (F',u/,n') on A, a natural
transformation « : F' — F” is called a morphism of monads if the following
induced diagrams commute:

FF 2% p'pr Iy —1~F

N &

F—>=F" F.



2.8. Monads and their modules. Given a monad F = (F, 1, n) on A, an [F-
module is an A € Obj(A) and a morphism g4 : F(A) — A with commutative
diagrams

FF(A) £ F(A) A F(A)

NN

F(A) —— A, A.

A

As shown in Eilenberg-Moore [21], for a monad F', the forgetful functor
Ur : Ap — A is right adjoint to the (free) functor

¢r: A= Ar, A = (F(A), FF(A) =5 F(A)),
AL pa)y Y e,
by the isomorphisms for A € Obj(A) and B € Obj(Ap),
Mory, (F(A), B) = Mora (A, Up(B)), f+ fona.
Notice that Up¢pr = F.

Dual to the preceding notions there is a theory of comodules which we
sketch in the next paragraphs.

2.9. G-comodules. For a functor G : A — A, a G-comodule (A, o?) is an
A € Obj(A) with a morphism in A,

ot A— G(A).

A morphism f : A — A’ in A between G-comodules is a G-comodule
morphism inducing the commutative diagram

J———)
A
a) YL g,

The G-comodules together with G-comodule morphisms form a category
which we denote by AY. The forgetful functor is faithful,

UY: A% - A, (A 0" — A
As a sample of the relation between the categories A and A® we mention:

2.10. Proposition. Let L : A — A% be any functor and A a small category.
(1) Iflim L exists in A, then it belongs to AC.



(2) Assume that G preserves limits. Iflim L exists in A, then it belongs to
AC.

For more information about the behaviour of limits and colimits and ex-
amples of modules and comodules in the category of sets we refer to Adamek
and Porst [1].

2.11. Comonads. A comonad is a triple G = (G, d,¢), where G : A — A is
a functor and

0:G— GG, e:G — 1y,

are natural transformations with commuting diagrams

G——=GG a—=aqa

R A

GG %~ GGG, GG—(5~G.

Given two comonads G = (G, 4,¢) and G' = (G',¢,¢’), a natural trans-
formation 5 : G — G’ is called a morphism of comonads if the following
diagrams commute:

a—2 ¢ I, —>
5J/ J{a’ ﬁl /
GGﬂG,G/g G/'

2.12. Comonads and their comodules. Let G = (G, d,¢) be a comonad.
A G-comodule is an object A € Obj(A) with a morphism

ot A— G(A)in A
inducing commutative diagrams

A A

A—2—=G(A) A—2=G(A)
ST RN
G(A) 22~ GG(A), A

The forgetful functor U® : A® — A is left adjoint to the (free) functor

¢% A — AG, A — (G(A), G(A) 24 GG(A)),
AL e g,



by the isomorphisms
MOIAG(B,G(A)) - MOIA<UG(B)7A)7 f = &a40 f’

for any A € Obj(A) and B € Obj(AY). Notice that U“¢% = G.

We now recall that monads and comonads are closely related to adjoint
pairs of functors (e.g. [21]):

2.13. Adjoint pairs and (co)monads. Let L : A — B and R: B — A be
an adjoint pair of functors (see 2.4) with

unitn: Iy — RL and counite: LR — Ip,
Then RL : A — A has a monad structure with
product p = Rep : RLRL — RL and unitn: [y — RL,
and LR : B — B has a comonad structure with

coproduct 6 = Lmg : LR — LRLR and counit € : LR — Ip.

3 Relations between functors

To study the relationship between various module categories, the following
definition is of interest. It was formulated in Johnstone [27] for monads but
we also consider it for arbitrary endofunctors.

3.1. Lifting of functors. Let F' and G be endofunctors of the categories A
and B respectively. Given functors

T:A—B, T:Ap—Bg and T : AF — BC

we say that T (resp. f) is a lifting of T provided the left (resp. right) diagram

AFi)IBgG AFL)BG
R T R
A—L-B, A—L =B,

is commutative, where the U’s denote the forgetful functors.
The following assertions are easy to verify.

3.2. Proposition. With the notation in 3.1, consider the functors

TF, GT : A — B.
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(1) For any natural transformation A : GT — TF, the functor
T:Ar —Bg, (A oa) — (T(A),T(04)0 M),
A-Loa 1) I ),
1s a lifting of T : A — B.
(2) For any natural transformation ¢ : TF — GT, the functor
T:A"—BY (40" — (T(A),pa0T(e),
A-Loa o o) Y,
1s a lifting of T : A — B.
For monads and comonads there exist bijections between liftings and cer-
tain natural transformations.

3.3. Lifting for monads. (Applegate) Let F = (F, p,n) and G = (G, i/, ')
be monads on the categories A and B, respectively, and let T : A — B be a
functor.

(1) The liftings T : Ap — Bg of T are in bijective correspondence with the
natural transformations \ : GT — TF inducing commutative diagrams

Hp

GGT GT T—2-aT

o) b

GTF TFF TF, TF.

(2) If Ar has coequalisers of reflexive pairs and T has a left adjoint, then
any lifting T has a left adjoint.

(3) Assume there is a lifting T : Ap — Bg with invertible \ : GT — TF. If
T has a right adjoint, then T has a right adjoint.

Proof. This is proved in Johnstone [27, Lemma 1, Theorem 4 and 2].

For A, the left hand diagram corresponds to A4 being a G-module mor-
phism for every F-module (A, 04) and the right hand diagram is related to
unitality.

Given a lifting 7 : Ar — Bg, A is obtained in the following way. For any
A € Obj(A) there is an isomorphism

a4 : Morg,, (¢cT(A), Tor(A)) — Morg(T(A), UsTdr(A)).

Then T(na) : T(A) — TF(A) = TUr¢r(A) = UsT¢p(A) belongs to the
right side of the isomorphism and we obtain A(A4) = a; {(T(na)) : dcT(A) —
T¢r(A). This yields

AN=Uc\: GT = UgpcT — UsTp = TUpdp = TF.
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3.4. Lifting of a tensor product to modules. The above proposition can
be applied to characterise monads (S, 11, 77) on a monoidal category (C, ®, E)
(see [35]) for which the monoidal structure from C lifts to the category Cg of
S-modules. The situation is described by the diagram

Cy x Cs =25 C

UsXUsi lUS

Cx(C—2=,

By 3.3(1), for the existence of some —®— making the diagram commute one
needs a natural transformation

A:S(XRY)—SX)eS®Y)

yielding commutative diagrams

SS(X®Y) ey S(X®Y)

= |

S(S(X) ® S(Y)) 25- S5(X) ® SS(YV) X205(X) @ S(V),

XV 22 5(X®Y)

A
M\ i

S(X) @ S(Y).

This corresponds to the first three diagrams in [41, Section 7].
To make Cg a unital tensor category one has to require that E is an S-
module for some morphism S(F) — F in C and that the coherence conditions

are respected (diagrams (4) to (7) in [41, Section 7]). Such monads are called
Hopf monads in Moerdijk [41] (see introduction).

3.5. Lifting for comonads. LetF = (F,0,¢) and G = (G, ', €") be comonads
on the categories A and B, respectively, and let T : A — B be a functor.

(1) The liftings T : AT — BC of T' are in bijective correspondence with the

natural transformations ¢ : TF — GT inducing commutativity of the
diagrams

TF - T7pF 25 GTF TF s

| e g

GT GGT, GT.
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(2) If AT has equalisers of reflexive pairs and T has a right adjoint, then
any lifting T has a right adjoint.

(3) Assume there is a lifting T + A¥ — B® with ¢ : TF — GT invertible.
If T has a left adjoint, then the lifting T has a left adjoint.

Proof. Dual to 3.3. O

3.6. Lifting of a tensor product to comodules. Let (T, 6, ¢) be a comonad
on a monoidal category (C, ®, E') for which the monoidal structure from C lifts
to the category CT of T-comodules. The situation is described by the diagram

CT % CT&(}T
UTxUTl iUT
CxC—25,

By 3.5(1) for the existence of some —®— making the diagram commute one
needs a natural transformation

e:T(X)TY)—-TX®Y)

and a morphism F — T'(F) yielding the commutative diagrams as required
by 3.5 plus appropriate conditions to assure the coherence conditions.

4 Relations between endofunctors

In this section we will specialise the preceding observations to A = B and
endofunctors.

4.1. Lifting of the identity. Let F = (F,u,n), F' = (F', i/,n’) be monads
and G = (G,d,¢), G' = (G',¢,€') be comonads on the category A. Then
T:Ap — Apor I : AS — AY are liftings of the identity if the corresponding
diagrams commute:

AF i)AF/ AG#AG’

UFi |ow vl I Joe

A—T1 A, A——>A,

(1) There is a bijection between the liftings I of the identity functor and the
monad morphisms o : F' — F.

(2) There is a bijection between the liftings 7 of the identity functor and the
comonad morphisms o : G — G'.
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Proof. The assertions follow from 3.3 and 3.5. A proof is also given in
Borceux [9, Proposition 4.5.9]. 0

The next observation is a special instance of the situation described above
and is the essence of the theory of Galois comodules (see 5.9).

4.2. Adjoint functors to comodules. Let G = (G, §,¢) be a comonad on
the category A and assume there is an adjoint pair of functors with counit

L:B—AY R:A°—B, v:LR— I,
for some category B. Then the functors
R=R¢°:A—B, L=U°L:B—A

form an adjoint pair, we have the commutative diagram

¢G
G
Av e A
N
N
\\ . I
\\L
\\
~ \ R
RO
N
N
O
B

and for any A € Obj(A) and B € Obj(B) the isomorphisms
Mors (UYL(B), A) ~ Mor{(L(B), ¢“(A)) ~ Morg(B, R (A)).

Thus the composition LR = USLR¢C : A — A is a comonad on A and
there is a functorial morphism

ve(A) : LR(A) = LRG(A) — G(A),

yielding the commutative diagram

where 7 is induced by the comonad morphism v : LR — G.

In what follows we will consider the lifting of endofunctors to the category
of some modules or comodules.
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4.3. Lifting of endofunctors. Let F,G and T be endofunctors of the
category A. For the functors T : Ap — Ap and T : A® — A% we have the
diagrams

AFLAF AGLAG
UF»L \LUF UG\L lUG
A—Ls A, A—T oA,

and we say that T or T are liftings of T" provided the corresponding diagrams
are commutative.

Besides the situations considered before we may now also ask when the
liftings of a monad 7" are again monads.

4.4. Lifting of monads to monads. Let F = (F,u,n) be a monad and
T:A — A any functor on the category A.

(1) The liftings T : Ag — Ag of T are in bijective correspondence with the
natural transformations \ : FT — TF inducing commutativity of the

diagrams
FFT au FT T-—-2FT
FAl . . i/\ % l/\
FTF—tTFF —~TF, TF.

(2) If T = (T,1/,n) is a monad, then the lifting T : Ap — Ar of T with
natural transformation A : FT — TF is a monad if and only if we have
the commutative diagrams

Fu' Fn'
FTT FT F——FT
,\Tl ix , l/\
TA W r
TFT TTF TF, TF.

(3) For a monad T = (T, 1/,n'), a natural transformation \ : FT — TF
mduces a canonical monad structure on TF if and only if the diagrams
in (1) and (2) are commutative.

Proof. See Beck [6]. To give an idea of the techniques involved we
outline some of the arguments.

The assertion in (1) follows immediately from 3.3(1). It is related to the
condition on A4 being an F-module morphism for any A € Obj(A).

The diagram in (2) is derived from the requirement that 14 and 7 4
are to be F-module morphisms for any A € Obj(A). The first of these



15

conditions corresponds to commutativity of the right hand rectangle in the
diagram

FI'"T—FITF —TFTF —TTFF ——1TTF

o -
FT—""~ FTF o TFF—">TF
The bottom line is part of the commutative diagram
FTn
FT——FTF
T
TFn Tu
TF—TFF——TF

showing that T'uoArpo F'T'n = A, while the top line is part of the commutative
diagram
FIT 2~ TFT
FTTnl lTFTn

FTTFWTFTFT;AF)TTFFWTTF.

T

This yields the diagram given in (2).
(3) This is shown in Beck [6] who called the diagrams a distributive law
of a monad T over a monad F. (See also [4].) 0

Obviously TF' being a monad need not imply that T and F both are
monads.

An explicit presentation of the material on lifting of monads and endo-
functors can be found in Tanaka’s thesis [50].

4.5. Definition. Given two monads F = (F,u,n) and T = (T,1/,n') on a
category A, a natural transformation \ : FT' — TF is said to be monad
distributive provided the diagrams in 4.4(1) and (2) are commutative.

4.6. Tensor product of algebras. Given two R-algebras A, B, and an
R-linear map
)\ZB@RA—>A®RB,

the tensor product A ® g B can be made into an algebra by putting
(a®b)-(d@b)=aXbxd)b, fora,ad €A, bl e B.

If A and B are associative, the functors — ® g A and — ® B are monads on
the category of R-modules. Then the product defined on A® g B is associative
and unital if and only if — ®r A ® B is a monad for the R-modules, that
is, A has to induce commutativity of the corresponding diagrams in 4.4. For
this special case the conditions are formulated in Caenepeel, lon, Militaru
and Zhu [18, Theorem 2.5].
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4.7. Braidings in R-Mod. A prebraiding on the category R-Mod is given
by natural morphisms

TB,A . B@RAHA(X)RB
for any R-modules A, B, satisfying 74 r = Tr.a = 14 and

Teea,c = (TBe @ 1a)(Ip @ Tac), Tpasc = ({4 ® Tc)(Tp.a ® Ic).

A prebraiding is called a braiding provided all 75 4 are isomorphisms. If
TapoTpa = I for all A, B, then the braiding 7 is said to be a symmetry.
Clearly the twist map tw : BOr A — A®r B, b®a — a® b, is a symmetry.

By naturality of 7, for any linear map u : B ®g B — B, we have the
commutative diagram

BRB® A el B® A

[®TB’Ai \LTBA,A

T I
BeAe B Y A9 BB ™ Ag B

Similarly, naturality of 7 induces the commutativity of all diagrams appearing
in 4.4. Thus for any prebraiding 7, the natural transformation

— ®rTBA: —QrB®rA— —QrARQrB

is monad distributive for all pairs of R-algebras A, B.
Similar constructions can be considered in monoidal categories (e.g. [28],
[36], [44]).

In 4.4(2), conditions are given for the lifting of a monad to be a monad.
More generally one may ask how the lifted functor T becomes a monad with-
out T being required to be a monad. Then of course some other data must
be given. For an R-algebra A and an R-module V' this was considered in
Brzezinski [12, Proposition 2.1]. The transfer of this construction to endo-
functors should come out as follows:

4.8. Liftings as monads. Let F = (F, u,n7) be a monad and 7' : A — A any
functor on the category A with a natural transformation ¢ : I — T satisfying
Tt = tp. Then TF induces a monad (T'F,,77) on Ap with unit 7 = Tno
and commuting diagram

Ty
TFF——TF

e

TFTF
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if and only if there are natural transformations
AN FT'—TF and o:TT — TF,

such that A implies the commutative diagrams in 4.4(1), and for A\ and o
there are commutative diagrams

TX oF

TTT >~ TFT TTF TFF

Tcri lT,u
T

TTF —2~TFF TF,

T 217 -2 7T T TEF

Fa'i J/Tu
A Tu

FTF—5~TFF TF

?

F-—Ltepr 7Zopr

NN

TF, TF.

In the terminology used in [17, Definition 1.2], this means that o is normal
(right triangle) and is a cocycle (first rectangle) satisfying the twisted module
condition (second rectangle). As a special case one may take F' to be the
identity functor. Then the conditions reduce to 7" being a monad.

Given A\ and o the multiplication @ is obtained by the diagram

I

TFTF TF
T)\F\L TT,u
TTrF 25 7rFF P TR

If the monad (T'F,f,7) is given, suitable A and o are defined by the
diagrams
A o

FT TF T TF

LFTl Tu Tnr l Tu
TFTy TFT

TFT —=TFTF, TFT —=TFTF.

Dual to the constructions considered in 4.4 one obtains

4.9. Lifting of comonads to comonads. Let G = (G, d,¢) be a comonad
and T : A — A any functor on the category A.
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(1) The liftings T . A® — AC of T are in bijective correspondence with
the natural transformations ¢ : TG — GT inducing the commutative
diagrams

TG %1766 2% GTG TG -LisT

‘| oo o] &

GT o GGT, GT.

(2) If T = (T,0',€) is a comonad, then the lifting T : A — AC of T with
natural transformation ¢ : TG — GT is a comonad if and only if we
have the commutative diagrams

Ly el
TG %1760 -~ TGT TG~ q
‘P\L J/WT ‘Pl /
, Ge’
GT G GTT, GT.

(3) For a comonad T=(T,d,€'"), a natural transformation ¢ : TG — GT in-
duces a canonical comonad structure on T'G if and only if the diagrams
in (1) and (2) are commutative.

Proof. (1) is a special case of 3.5 and the diagram shows that ¢4 is a
G-comodule morphism for any A € Obj(A).

(2) The diagrams are derived from the conditions that 5’G( ) and 5/0( 4) must
be G-comodule morphisms for all A € Obj(A). This is seen by arguments
dual to those of the proof of 4.4.

(3) This goes back to Barr [3, Theorem 2.2]. 0

Similar to the composition for monads, a canonical comonad structure on
TG need not imply that 7" and G are comonads.

4.10. Definition. Given two comonads G = (G, d,¢) and T = (T, ¢,¢’) on
a category A, a natural transformation ¢ : TG — GT is said to be comonad
distributive provided the diagrams in 4.9(1) and (2) are commutative.

4.11. Tensor product of coalgebras. Given two R-coalgebras C'; D, and
an R-linear map

p:C®rD — D®gC,
the tensor product C' ®g D can be made into a coalgebra by putting
A=(Ic®p®Ip)o(Ac®Ap).

If C and D are coassociative, the functors — ® g C and — ®pg D are comonads
on the category of R-modules. Then the coproduct defined on C' ®g D is
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coassociative and counital if and only if — ®r C' ®g D is a comonad for the
R-modules, that is, ¢ has to induce commutativity of the corresponding dia-
grams in 4.9. For this special case the conditions are formulated in Caenepeel,
Ton, Militaru and Zhu [18, Theorem 3.4] and also in [16, 2.14].

Similar to the case of algebras (see 4.7), for a prebraiding 7 on R-Mod
and R-coalgebras C', D, the natural morphism

—Q®rT7ep:—QrCORD - —@r D RrC

is comonad distributive (the diagrams in 4.9 commute) and thus induces a
coassociative coproduct on C' ®g D.

In particular the twist map tw : C @z D — D ®pC satisfies the conditions
imposed yielding the standard coproduct on C' ®z D.

4.12. Liftings as comonads. In 4.9(2), conditions are given for the lifting
of a comonad to be a comonad. Dual to the case of monads one may ask how
the lifted functor 7" of a comonad G = (G, 9, ) becomes a comonad without T’
being a comonad. This can be handled similar to the constructions considered
in 4.8. In particular, based on a natural transformation ¢ : TG — GT
satisfying 4.9(1), natural transformations ¢ : TG — TT and € : T — I are
needed satisfying appropriate conditions.

5 Combining monads and comonads

In this section we consider relationships between monads and comonads.

5.1. Lifting of monads for comonads. Let G = (G, d,¢) be a comonad
and T : A — A any functor on the category A.

(1) The liftings T : AG — AC of T are in bijective correspondence with
the natural transformations ¢ : TG — GT inducing the commutative
diagrams

T

TG —%TGG =5~ GTG TG>T

| e 4

GT GGT, GT.

(2) If T = (T, p,n) is a monad, then the lifting T :A® — AC of T with
associated natural transformation ¢ : TG — GT is a monad if and only
if we have the commutative diagrams

TTG re TG G —L-10¢
T% lw :>\lw

or

TaT -5 o M- 6T, GT.
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Proof. (1) follows from 3.5 and the diagrams are induced by the require-
ment that the ¢4 are G-comodule morphisms for all A € Obj(A).

(2) These diagrams are consequences of the condition that p4 and 74 are
G-comodule morphisms but they can also be read as condition for ¢4 being
a T-module morphism for any A € Obj(A). 0

5.2. Lifting of comonads for monads. Let F = (F, u,n) be a monad and
T : A — A any functor on the category A .

(1) The liftings T : Ar — Ap of T are in bijective correspondence with
the natural transformations \ : FT — TF inducing the commutative

diagrams
wT nr

FFT Fr T——FT

o IR N

FTF 5 TFF TF, TF.

(2) If T = (T,6,¢) is a comonad, then the lifting T : Ax — Ar of T with
associated natural transformation A : FT — TF is a comonad if and
only if we have the commutative diagrams

T prr MR PT F-

S s

TF TTF, TF.

F

Proof. (1) follows from 3.3 and the diagrams are induced by the require-
ment that the Ay are F-module morphisms for any A € Obj(A).

(2) These diagrams are consequences of the condition that 04 and 4 are
F-module morphisms but they can also be interpretted as the condition that
A4 is a T-comodule morphism for any A € Obj(A). O

We observe that in 5.1 and 5.2 essentially the same diagrams arise.

5.3. Mixed distributive laws. Let F = (F,u,n) be a monad and G =
(G, 6,¢) a comonad on the category A. Then a natural transformation

A FG — GF

is said to be mized distributive or entwining provided it induces commutative
diagrams

e,

FFG FG FG-FrGaa 2%~ GFG

o R

FGF - GFF S~ GF, QF GGF,
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The suggestion to consider distributive laws of mixed type goes back to
Beck [6, page 133] (see Remarks 5.5). The interest in these structures is based
on the following theorem which follows from 5.1 and 5.2.

5.4. Characterisation of entwinings. For a monad F = (F,u,n) and a
comonad G = (G, 6,¢) on the category A, consider the diagrams

AF iAF AG i>AG
UFl/ \LUF UG\L lUG
A—S A, A—E>A

The following conditions are equivalent:

(a) There is an entwining natural transformation A : FG — GF;
(b) G : Ar — Ag is a lifting of G and has a comonad structure;

(c) F:A® = AC jsa lifting of F' and has a monad structure.

5.5. Remarks. The preceding theorem was first formulated 1973 by van
Osdol in [54, Theorem IV.1]. It was extended to V-categories in Wolff [57,
Theorem 2.4] and was rediscovered in 1997 by Turi and Plotkin in the context
of operational semantics in [52, Theorem 7.1]. In the same year the corre-
sponding notion for tensor functors was considered by Brzezinski and Majid
who coined the name entwining structure for a mixed distributive law for an
algebra A and a coalgebra C' over a commutative ring R in [14, Definition 2.1]
(see 5.8). The connection between this notions is also mentioned in Hobst
and Pareigis [26].

It was observed by Takeuchi that these structures are closely related to
corings (see [13, Proposition 2], [16, 32.6]). This is a special case of 5.4(b)
since the coring A®grC' is just a comonad on the category of right A-modules.
The comultiplication is a special case of the constructions considered in the
next section. Similarly, by 5.4(c), C' ®r A can be seen as a monad on the
category of right C'-comodules.

5.6. Comultiplication induced by units. Let F,G be endofunctors on a
category A and n : I — F' a natural transformation. Then we have natural
transformations

ng:G— FG, Gn:G— GF,
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and naturality of n implies commutativity of the diagrams

G—".pag " ar

na l \LFUG Gni J{GWF
GFn

FG-"SFFG,  GF—2GFF.

For F' = G the diagrams show that both nr and F7n induce coassociative
comultiplications on F.

If there is a coassociative comultiplication ¢ : G — GG, then we can define
a comultiplication on F'G by

FGng

5. FG -2~ PG —EFGFG,

which is coassociative by commutativity of the diagram

FG rs raG—"L9 . paFRG

F6l lFG(S \LFGF(S

rac—2>¢ . reaa—L9C L paraa
FGng\L \LFGGnG \LFGFGWG

rara —2re . raara —LTC parGrG.

The left top rectangle commutes by coassociativity of 4, the right top rectangle
by naturality of 7, the left bottom rectangle by naturality of 4 and the right
bottom rectangle again by naturality of 7.

For a monad F = (F, u,n) the comultiplication on F'G can also be derived
from general properties of adjoint functors.

Symmetrically a coassociative comultiplication for GF is defined by

- 5 G
§: GF ——GGF —~GFGF.

In case a natural transformation ¢ : G — [ is given, we have natural
transformations ep : GF — F and Fe : FG — F allowing to dualise the
above constructions. Then an associative multiplication p : F'F' — F induces
associative multiplications on GF and FG.

Now let F = (F, u,n) be a monad and G = (G, d,¢) a comonad on A with
a natural transformation A\ : FG — GF satisfying A o ng = Gn (left triangle
in 5.3). Then we have the commutative diagram

y \ FG77G

Fnea
FG FFGG ;- FGFG
;;\\

e
)

FFG
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showing that the coproduct on F'G induced by an entwining A is the same as
the one considered above.

5.7. Mixed bimodules. Given a monad F = (F,u,n) and a comonad

G = (G, 9, ¢) on the category A with an entwining A : FG — GF, A\-bimodules
or mized bimodules are defined as those A € Obj(A) with morphisms

F(A) > A5 GA)

such that (A, h) is an F-module and (A4, k) is a G-comodule satisfying the
pentagonal law

Aa

A morphism f : A — A’ between two A-bimodules is a bimodule morphism
provided it is both an F-module and a G-comodule morphism.

These notions yield the category of A-bimodules which we denote by A.
This category can also be considered as the category of G-comodules for the
comonad G : Ap — Ap and also as the category of F-modules for the monad
F: A% — A% (e.g. [52, 7.1]). For every F-module A, G(A) is a A\-bimodule
and for any G-comodule A’; F/(A’) is a A-bimodule canonically. In particular,
for every A € Obj(A), FG(A) and GF(A) are A-bimodules.

As a sample we draw the diagram showing that, for any F-module g4 :
F(A) — A, G(A) is a A-bimodule with module structure given by the com-
position Gpa oAy : FG(A) — G(A):

dA

FG(A) 24~ GF(A) £~ G(A) GG(A)

GGoa
m T

Foa GGF(A)
TGM
FGG(A) fow GFG(A).

The triangle is commutative by naturality of §, the pentagon is commutative
by one of the mixed distributive laws.

5.8. Entwined algebras and coalgebras. Given an R-algebra (A, u,n)
and an R-coalgebra (C, A, ¢), the functor — ®z A is a monad and — ®g C' is
a comonad on the category of R-modules.
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If the functor —®pg C can be lifted to the A-modules (equivalently — @z A
can be lifted to the C-comodules) then there is an R-linear map

V:CRrA— ARy C,

and the diagrams in 5.3 yield the conditions for an entwining structure intro-
duced by Brzezinski and Majid in [14] (see bow-tie diagram in [16, 32.2]):

CRA®A fon CoAlLogcoA 2 cwAsC

o R v

ACo A A Ac b anC I94 AR C®C,

I®n eI

C—CA——=A

A C.

A comultiplication on A ®pg C' is defined by the general formalism consid-
ered in 5.6 making A ®r C' an A-coring.

Let M be an R-module with an A-module structure oy, : M ® g A — M
and a C-comodule structure o™ : M — M ®z C. Then M is an entwined
module if the diagram

QM

MeA—">M M&C
QM®]A\L T@A{@I

MoCoA—"2 _MoAxC,

is commutative (e.g. [16, 32.4]). This means that g, is a comodule morphism
when M ®p A is considered as a C-comodule with structure map (/p; ® ¢) o
(0™ @ 14), and M is an A-module morphism when M ®z C' is an A-module
with structure map (op ® I¢) o (In; ®1)). Observe the interplay between these
structures: given an entwining v the diagram imposes conditions on oj; or
oM. On the other hand, if these two morphisms are given the problem is to
find a suitable .

Notice that A need not be a C-comodule unless it has a grouplike element.
For more details the reader may consult [16, Section 32].

A braiding on the category of entwined modules induced by a morphism
C®rC — A®pr A is considered by Hobst and Pareigis in [26, Theorem 5.5].

5.9. Galois comodules. Let C be a coring over a ring A and P € M® with
S :=End®P. Then there is an adjoint pair of functors

— ®gP:Mg— M’ Hom (P, —): M — Mg,
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with counit ev : Hom®(P, —) ®g P — Iy, and, by 4.2, there is a functorial
morphism
eve : Homy (P, —) ®s P — — ®4 C.

P is called a Galois comodule provided eve is an isomorphism. For further
details about these comodules we refer to [56].

5.10. Bialgebras and Hopf modules. Consider an R-module B which
is both an R-algebra u : B®r B — B, n: R — B, and an R-coalgebra
A:B — B®gB,ec:B — R. Define a linear map 1 by commutativity of
the diagram

B® B

mi

B® B

TI@M
tw®1

B®B®B—B®B®B

which produces
V:BRrB—B®rB, a®br— (12 a)A(b).

To make B a bialgebra, ;1 and n must be coalgebra maps (equivalently, A and
e are to be algebra maps) with respect to the obvious product and coproduct
on B ®g B (induced by tw). This can be expressed by commutativity of the
set of diagrams

I A n

B® B B B® B R B
A®IJ/ Tu@l n J{n@l
BoB®B—2 .BwB®B, B-2-B®B

BoB2LRe®B R-—1-B

e N

B R, R.

These show that £ is a monad morphism and 7 is a comonad morphism,
and p is a right B-comodule morphism when B ®z B is considered as right
B-comodule by (I ® ¥) o (A ® I). They also imply that every R-module
M is a B-module and B-comodule trivially by I ® ¢ : M ®zr B — M and
I®n: M — Mg B.

If the above conditions hold then it is easily checked that the given 1 is
an entwining and B is called a (i-)bialgebra. Similarly, for any entwining
V' : B®r B — B ®gr B one may define ¢/-bialgebras. Certainly, the twist
tw is an entwining but B is only a tw-bialgebra provided A is trivial, that is,
A(b) =b® 1 for any b € B.
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An R-module M which is both a B-module gy : M ®z B — M and a
B-comodule o™ : M — M ®p B is called a (3-)B-bimodule or a B-Hopf
module if the diagram

M
M@B oM M o M@B
.9M®1l Tw@l
M@B®B—2 . M®B®B,

is commutative. In this case B is a right B-bimodule and we have the com-
mutative diagram

M

MoB—2 ) M® B

oMeA i T oM
IRtw® I

M@BRBRB—>M®BRB®DB

which holds in particular for M = B.

Here we have derived our constructions from the twist tw but the same
pattern can be followed starting with a (pre-)braiding on R-Mod (or on a
monoidal category, e.g. [44]).

5.11. Hopf algebras. The bialgebra B is a Hopf algebra if (one of) the
following equivalent conditions hold (e.g. [16, 15.5]):

(a) B has an antipode S : B — B;

(b) the functor B ®p — : M — MZE is an equivalence;

(¢) the functor Hom5 (B, —) : ME — My, is an equivalence;

(d) B is a Galois comodule for the coring B ®@g B (in the sense of 5.9).
If B is flat as an R-module, then (a)-(d) are equivalent to:

(e) B is a (projective) generator in MZE.
Being on the subject we mention the algebra counterpart of Hopf algebras:

5.12. Azumaya algebras. A central R-algebra A is an Azumaya algebra if
(one of ) the following equivalent conditions hold:

(a) A®raHomu(A, A®rA) — A®RrA, (a, f)— f(a), is an isomorphism;
(b) the functor A®@gp —: Mg — aMy is an equivalence;

(c) the functor \AHoma(A, =) : sAMy — Mg is an equivalence;

(d) A is a (projective) generator in sMy.

An extension (in a different vein) of this notion to Azumaya categories is
proposed by Borceux and Vitale in [10].
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The formalism outlined for Hopf algebras can be transferred to endofunc-
tors on arbitrary categories A.

5.13. Mixed bimonads. An endofunctor B : A — A is called a mized
bimonad or just bimonad if it has a monad structure B = (B, u,n) and a
comonad structure B = (B, J, ) with an entwining functorial morphism

v : BB — BB
and commutative diagrams
BB—"~pB—"~BB I—'-B
Bdl TB}L nl 5
Uz Bn
BBB BBB, B — BB,

BB-2-RB I—~B

M\L le x ls
B — Ia Ia
making 1 a comonad morphism and € a monad morphism.

The (mized) B-bimodules A are B-modules and B-comodules satisfying
the pentagonal law

YA

BB(A).

B-bimodule morphisms are both B-module and B-comodule morphisms.
We denote the induced category by AZ.

Any object A in A is a B-module and B-comodule trivially by the mor-
phisms €4 : B(A) — A and 4 : A — B(A) but need not be a B-bimodule.

The commutativity of the first diagram in the definition ensures that for
every A € Obj(A), B(A) is a B-bimodule canonically and hence we have a
functor

¢B A — AL, A — BB(A) " B(A) 24 BB(A),

AL a o By .

By the monad and comonad relations involved we get, for any A, A’ € Obj(A),
the functorial isomorphisms

MorZ(B(A), B(A") ~ Morg(B(A), A') ~ Mory (A, A)
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which show that the functor ¢% is full and faithful. This was observed for
Hopf modules in braided monoidal categories by Bespalov and Drabant in 7,
Proposition 3.3.2].

5.14. Bimonads induced by monads. Let B = (B, u,n) be a monad
on a category A and consider the coproduct Bn : B — BB (see 5.6). Let
A : BB — BB be any natural transformation which is monad distributive for
B (see 4.5). Then, by 4.4(2), A o Bnp = np, and this yields commutativity of

the diagram

BBn by
BB— BBB— BBB

|

BB = BBB.
nB

Thus the two rectangles needed for a mixed distributive law are commutative.
Here we have no counit for (B, Bn).

The compatibility condition holds for the product p : BB — B and the
coproduct Ao Bn: B — BB by commutativity of the diagram

H Bn A

BB 5L BB BB
BBﬁ\L /

BBB Bu
B)\l

BBB ol BBB.

The triangle is commutative by naturality of p and the pentagon is just the
diagram from 4.4(1).

A map ¢ will be defined in 5.17(2), by commutativity of the outer rect-
angle in the diagram

BB v BB
|, A
Bu
BB 2"~ BB .
Ml
BBB BA BBB,

Since the pentagon is commutative by 4.4(2) and pong = I we obtain that
1 = X in this case.

5.15. Hopf monads. From the characterisations of Hopf algebras in 5.11,
condition (b) can be formulated in full generality. Thus one may call the
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bimonad B a Hopf monad if the functor ¢& (from 5.13) induces an equivalence
of categories.

Obviously the classical Hopf algebras over commutative rings are examples
for this situation and the question arises if a Hopf monad can be characterised
by some other of the characterisations cited in 5.11. It should be no problem
to define a (left and right) antipode as a natural morphism S : B — B, with
the properties

ppoSgod=noe=poBSod.

However, it is not clear under which premisses the existence of such an an-
tipode implies the fundamental theorem, that is, that ¢5 is an equivalence. In
monoidal categories in which the tensor product preserves coequalisers, this
is outlined by Mesablishvili in [40]. To prove this for module categories, the
twist map plays a central role. In monoidal categories this can be replaced
by a more general braiding and it is shown in Bespalov and Drabant in [7]
that in braided monoidal categories the existence of an antipode implies the
fundamental theorem provided idempotents split in the base category. There
is some hope to get a similar result in not necessarily braided categories in
view of the following observations.

5.16. Braided bialgebras. The notions developed in 5.10 were derived
from the twist or a braiding in the category of R-modules and one may ask if
similar conditions can be considered in the general case. Initially braided Hopf
algebras were placed in braided categories ([36], [44]). Takeuchi suggested in
[49, Definition 5.1] to define braided bialgebras H by introducing a Yang-
Baxter operator R : H g H — H ®r H and requiring some compatibility
conditions including that R is monad and comonad distributive. Thus, in
contrast to other generalisations of braided Hopf algebras, he did not refer
to the braiding on the base category (of vector spaces). Similar situations
were studied by Menini and Stefan in [38] (see 5.18), the Gucciones in [22],
and Kharchenko in [30]. Another view on the relations between Yang-Baxter
operators and entwining structures is given by Brzezinski and Nichita in [15].

The conditions for a braided bialgebra given in [49, Definition 5.1] may
be adapted in the following way.

5.17. Braided bimonad. Let B = (B, i, 7,6,¢) be a monad and comonad
on a category A. Consider a natural (iso-)morphism 7 : BB — BB satisfying
the Yang-Baxter (or braid) equation

BBB —2> BBB 2"~ BBB

BBB—2>~ BBB -2~ BBB.

B is said to be a braided bimonad if
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(1) 7 is monad and comonad distributive for B (see 4.5, 4.10);
(2) B is a mixed bimonad for 1) defined (as in 5.10) by

P

BB BB
5Bi TMB
BBB -2~ BBB.

The resulting formalism is similar to that considered in 5.10. In particular
we obtain the commutative diagram

I é

BB B BB

5| [

BBBB——"2 - BBBB,

a condition for bialgebras in prebraided categories (e.g. Schauenburg [44]).

5.18. Remarks. Conditions of similar type are required by Menini and Stefan
in [38, Definition 1.3] to define a compatible flip morphism. Variations of their
conditions are considered by Kasangian, Lack and Vitale in [29], where it is
shown that compatible flip morphisms are (monad distributive and) involutive
BCD-laws in their terminology. In these papers only monads are considered
and hence no monad-comonad compatibility comes in. However, as shown in
5.14, any monad (B, y1,n) with a monad distributive natural transformation
T : BB — BB has a compatible comonad structure (without counit) and
thus many of the conditions required in 5.17 are satisfied for the coproduct
7 o Bn (compare also [29, Section 3]). In this case the morphism v is equal
to 7 (see last diagram in 5.14).

The conditions required in 5.17 may be also weakened, for example, by
deleting some of the restraints for the unit or counit. This is done, for ex-
ample, by van Daele and Wang in [53] in braided monoidal categories by
defining unifying braided bialgebras (and Hopf algebras). For further work in
this direction the reader may consult [55], Bohm, Nill, and Szlachany [8], and
Caenepeel, Wang, and Yin [20].

Given the data for a braided bimonad it may be possible to adapt the
arguments from [7] to derive for (braided) bimonads the fundamental theorem
from the existence of an antipode S : B — B (see 5.13) for (not necessarily

monoidal) categories with splitting idempotents. Then the coinvariants of a

mixed B-bimodule X should be defined by the splitting of X — B(X) Sx,

B(X) — X (see [7, Proposition 3.2.1]).

Similar questions are handled in connection with Turaev’s Hopf group-
coalgebras by Caenepeel and de Lombaerde in [19]. They consider the ex-
ample of a Hopf algebra in the category of sets (not a module category but
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still monoidal and braided by product and twist). To illustrate our formalism
and as a pattern for more general examples we sketch this in the terminology
used here and extend the list of characterisations of groups.

5.19. Hopf monads on the category of sets. For a set (G, consider the
endofunctor in the category Set, G = G' x — with G(X) = G x X for any set
X. G is a comonad if G is a coalgebra by the (unique) structure maps

0:G—-GxG,g—(g,9) and ¢: G — I, g— {w},

where {w} is a singleton (see [19, Lemma 1.3], [48, 4.6]).

Following our terminology the category of G-comodules is denoted by
Set®. For A, B € Set®, the G-morphisms are written as Map®(A, B) and
there is a bijection

Map®(A,G x B) — Map(A,B), fw~ (e x1I)of.

It follows by counitality that, for any G-comodule o% : X — G x X, we can
write
o%(x) = (p(x), ), for some p € Map(X, Q).

G is a monad provided (G, u,n) is a semigroup. The objects of the cat-
egory Setq of G-modules are known as G-sets. As usual, for a G-module
0c: G x X — X we write 95(g,x) = gz, for g € G and = € X.

Mapg(A, B) denotes the G-morphisms between sets A, B in Setq and
there is a bijection

Mapg (G x A, B) — Map(A, B),  f fona,
in particular the bijection
pa:Mapg(G A) = A, pa(f) = f(le), ¢4'(a) =g+ gal.
Referring to the twist map we define an entwining GG — GG as in 5.17,
v=(uxlo(Ixtw)o(dxI):GxG—GxG, (g,h)— (gh,g).

For this, the monad and comonad structures on G are compatible (diagrams
in 5.13) and thus we have a mixed bimonad in the sense of 5.13.

Mixed G-bimodules are defined as sets X with G-action py : G x X — X
and G-coaction ¢* : X — G x X and the compatibility condition from 5.13
requires for g € G and = € X the equality

o™ (gz) = (p(gx), gz) = (gp(x), gz).

Thus, as pointed out in [19], mixed G-bimodules are G-sets X with some map
p: X — G satisfying
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p(gr) = gp(x) for all g € G and =z € X.

For any sets X and Y there are bijections
Map& (G x X,G x Y) — Mapg(G x X,Y) — Map(X,Y).
For any mixed G-bimodule A there is the bijection,
o4t Map(G, A) — A°C = {a € A|o*(a) = (16,0)} = {a € A p(a) = 14},
where the G-coinvariants come out as in [19], with inverse map
pu! s ACC = Mapg(G, A), ¢ [g— gcl.

Considering G’ x G as G-bimodule with coaction ¢““(z,y) = (z,7,y) and
action oga(g, (z,v)) = (9z, gy), for g, z,y € G, we obtain the bijection

vae - Map&(G,G x G) — {1} x G ~ G
with inverse map
vae + G = {lg} x G — Mapg(G,G x G),  h (1g,h) = [g— (g,9h)].
The evaluation map now yields the commutative diagram

G x Map8(G, A) =~ A (9, f) ——f(9)

S

G x A«G A (g9, f(lg)) —=gf(le).

In particular, for A = G x G the canonical map is defined by the diagram

Map$(G,G x G) x GG x G

mle l:

GxG i G x G,

Yo =evo(poe x 1) :Gx G —GxG, (g.h) (g,9h).
An antipode S : G — G should come from a map s : G — G and the
conditions (as stated in 5.15) imply
9s(9) = 1g = s(g)g for all g € G,

and thus an antipode exists if and only if the semigroup G is a group ([19,
Lemma 1.3]). Notice that in this case already one of the equalities (for all
g € G) is enough to imply that G is a group.
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If the canonical map is bijective we can follow the arguments in [16, 15.2]
to show that an antipode exists.

So assume the canonical map v : G X G — G x GG as defined above to have
a left inverse § : G x G — G X G respecting the right G-action on G X G (i.e.

(,y)g = (x,yg)) as vy does. Then 5(d(g)) = B(7(g,1c)) = (9, 1c) and thus
(e x 1¢)B(d(9)) = (1, 1) and

s=(ex1lg)of(—,1g):G— G
is a left antipode since

po(sxlg)od(g)=s(g)g =po(exlg)opflg la)g
=po(exlg)oflyg,g) = le
Notice that for our proof we need 3 to be a right G-morphism. This does not
follow if 7 is only required to be injective, but it does follow if v is required

to be bijective.
By a previous observation the existence of a (left) antipode implies that

G is a group (then ((g, h) = (9,9~ 'h)).
Similar to the case of Hopf algebras (e.g. [16, 5.5]), the antipode s : G — G
allows to find the coinvariants of any G-bimodule A as the image of

sx1lg

o* 04
A—GxA—GxA——A.
Writing 0% (a) = (p(a),a) for some p: A — G, a € A, we get
A = {s(p(a))a|a € A} = {p(a)'a]a € A}.

Moreover, as observed in [19, Theorem 3.1], in this case the canonical map
G x A% — A is bijective with the inverse map given by

A— G xA°Y  a (pla),pla)'a).

This implies that the evaluation map G x Mapg(G, A) — A is also bijective.

Summarising the information collected above we can transfer characteri-
sations of Hopf algebras to the following

5.20. Characterisations of groups. For a set G and the functor G = Gx —,
the following assertions are equivalent in the category of sets:

(a) The functor G = G x — is a Hopf monad (in the sense 5.15);

(b) G has a group structure;

(¢) G is a semigroup and the functor G = G x — is a mized bimonad with

entwining v (see above) and one of the following equivalent conditions
holds:
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(i) G has a (left) antipode;
(ii) the map v¢: G X G — G x G, (g,h) — (g, gh), is bijective;
(iii) ¢g: Set — Setg, X — G x X, is an equivalence;

(iv) Morg(G, Sk Setg — Set is an equivalence.

Proof. (b)=-(c)(ii) is obvious and the equivalence of (a),(b),(c)(i), and
(c)(ii) is clear from the preceding comments.

(c)(it)=(c)(iii) By the given condition in (c), the functor ¢% : Set — Set%
is full and faithful. To prove that it is an equivalence it remains to show
that it is representative. This follows from the fact that the evaluation map
G x Map&(G, A) — A is bijective.

(¢)(iii)=(c)(iv) The functor Morg(G, —) is right adjoint to the functor
G x —.

(c)(iv)=(a) is obvious. 0

The functor Map(C, —) for some coalgebra C' in Set is also considered in
Szlachanyi [48, 4.6].

6 (F,G)-dimodules

In the preceding sections we were concerned with compatibility conditions
between algebras and coalgebras. There is also a way to subsume algebras
and coalgebras under one notion. This was done by Hagino while studying
categorical data types in [25, Definition 3.1.2] where he introduced dialgebras
(the name being suggested by Bob McKay, although other meanings for this
term exist, e.g. [34]). These are not based on an endofunctor but on two
functors between two different categories. In consistency with our previous
notation we prefer the name dimodules instead of dialgebras for the basic
notion.

6.1. (F,G)-dimodules. Let F,G : A — B be two functors between cate-
gories A and B. An A € Obj(A) is called an (F,G)-dimodule if there is a

morphism
Ua: F(A) - G(A) in B.

A morphism f : A — A’ between two (F, G)-dimodules is characterised
by commutativity of the diagram

F(A) 24~ G(A)

F(f)l lG(f)
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With this morphisms the class of all (F,G)-dimodules form a category
which we denote by (F, G)-Dim.

This is a straightforward extension of the earlier notions of module and
comodule: for A = B and a functor F' : A — A, (F,I)-dimodules are F-
modules, and (I, F')-dimodules are F-comodules.

Clearly, in case there is a natural transformation a : F' — G, then every
A € Obj(A) is an (F, G)-dimodule by ay : F(A) — G(A).

Also, the mixed modules considered in 5.7 are (F,G)-dimodules by the

composed morphism F(A) At G (A). Certainly not all dimodules are
of this type. An example of an (F,G)-dimodule (based on the category of
sets) which is neither an F-module nor a G-comodule is given by Poll and
Zwanenberg in [42]. They also investigate how properties of invariants and
bisimulations can be generalised from (co-)modules to dimodules.

As outlined in [25, page 50], the great freedom given by the definition
allows, for example, to characterise a natural number object in a category A
as an initial object in the category of (F, G)-dimodules for the functors

F.G:A—AxA F(A)=(1A4), G(A) = (A,A), for A€ Obj(A).

The generality of the notion is also underlined by the fact that it subsumes
adjoint pairs of functors as shown in [25, Proposition 3.1.4]:

6.2. (F,G)-dimodules and adjoint functors. For categories A, B, and D,
letT:AxB—DandS:AxB? — D be functors. For B € B these induce
functors

Fy:=T(—,B):A—D and Gp:=S(— B):A—D.
Denote by
(AN(B),ng) the initial object, (p(B),vg) the final object
in the category (Fp,Gg)-Dim. Then:
(1) If (N(B),np) exists for every B € B, then there is a functor
A=) :B — A.
(2) If (p(B),ng) exists for every B € B, then there is a functor
p(=) : BP A,

(3) For a functor F : A — B, the left and right adjoint functors can be
derived from suitable functors
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T:-AxB—=B and S:AxB®? —B.

As an example for the behaviour with respect to (co)limits in the general
case we show:

6.3. Limits of (F,G)-dimodules. Let F.G : A — B be functors between
categories. Let L : A — (F,G)-Dim be a functor, A a small category.
(1) If F preserves colimits and lim L exists in A, it belongs to (F, G)-Dim.
(2) If G preserves limits and lim L exists in A, it belongs to (F, G)-Dim.

Proof. (1) We have the following diagram in B:

F(L(Y) —2L F(lim L)

l%(x)

G(L(N) LY Gl L),

where the G(ey)o0r(y) form a compatible family of morphisms. By the colimit
property there exists F'(lim L) — G(lim L). Hence lim L is an (F, G)-module.
(2) This is shown with a similar argument. O

For two endofunctors F' and G, the notion of dimodules subsumes modules
and comodules. In this situation one may consider natural transformations
between F'F, FG, etc. and the following definition may be of interest.

6.4. Monadic pairs and their dimodules. Consider two endofunctors
F,G : A — A of any category A. Call (F,G) a monadic pair if there are
natural transformations

vV:FF - GF, 1:G—>F ¢:FG%FFp Y-GF

such that the following diagrams commute:

FFF vE Grr, Gr-2-rr
. AN
YF Gv

FGF — GFF —GGF GF.
An A € Obj(A) is said to be an (F, G)-dimodule if there is a morphism
Ua: F(A) — G(A)

yielding commutative diagrams

FF(A) A GF(A) G(A) 2~ F(A)
F(m)l lcwm R J{m

FG(A) - ar(A) 2P aa(a), G(A).
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For any monad F' : A — A, (F,I) is a monadic pair and F-modules are
(F, I)-dimodules.
For a monadic pair canonical dimodules arise in the following way.

6.5. F(A) and G(A) as (F,G)-dimodules. Let (F,G) be a monadic pair of
endofunctors of the category A.

(1) For any A € Obj(A), F(A) is a (unital) (F,G)-dimodule by
Vp = 19F(A) : FF(A) - GF(A)

(2) If A is an (F,G)-dimodule with 94 : F(A) — G(A), then G(A) is an
(F, G)-dimodule by

Vo)« FG(A) - GF(A) — 4

GG(A)
and V4 is an (F, G)-dimodule morphism.

Dual to the previous case one may consider

6.6. Comonadic pairs and their dimodules. A pair of endofunctors F, G :
A — A is said to be a comonadic pair if there are natural transformations

k:FG -GG, ¢:G—F ¢:FG*>aGq-%~agF

inducing commutative diagrams

FFG -5 rac 25~ GFG, FG—>GG

| | INE:

FGGE GGG F@G.

An A € Obj(A) is said to be an (F, G)-dimodule if there is a morphism
T4t F(A) - G(4)
yielding commutative diagrams

F(va)

FG(A) 2~ GF(A)  F(A) —2-G(A)

F(’YA)l iG(’YA) \ J{EA

FG(A) = GG(A), F(A).

Obviously for any comonad G : A — A, (I,G) is a comonadic pair and
G-comodules are (I, G)-dimodules.
Again we have canonical candidates for dimodules.
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6.7. F(A) and G(A) as (F,G)-dimodules. Let (F,G) be a comonadic pair
of endofunctors of A.

(1) For any A€ A, G(A) is a (counital) (F,G)-dimodule by
RaA = ’)/0(14) . FG(A) — GG(A)

(2) If A is an (F,G)-dimodule with
o F(A) — G(A),
then F(A) is an (F,G)-comodule by the morphism

F(o?)

ofM = FF(A) FG(A) 22~ GF(A)

and o is an (F,G)-dimodule morphism.

The notions of monadic and comonadic pairs of endofunctors are attempts
to generalise monads and comonads. Of course other sets of conditions are
possible. Their usefulness will depend on the importance of the class of
examples to be found. Notice that natural morphisms of the type TT — TF
for endofunctors F,T" show up, for example, in the study of crossed products
in the sense of Brzezinski (see 4.8).
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